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Abstract
Using deep learning and neural networks enables us to greatly speed-up quantitative studies and provide a useful tool 
for analyzing microscopic images. Studies conducted on selected algae Haematococcus and Coelastrum sp. confirm the 
feasibility of using the deep learning neural network. The confusion matrix demonstrated the numbers of errors generated 
by the YOLO v8 network in relation to the validation dataset. It indicated a higher number of errors in the detection of 
Haematococcus than Coleastrum. The F1 score, as the harmonic mean of precision and recall, is significantly higher for the 
class Coelastrum sp. than for Haematococcus sp. Machine learning can be applied not only to the detection of individual cells, 
but also to the detection of colonies over a wide range of sizes. This article discussed the technical and practical aspects of 
implementing these advanced methods and highlighted their importance in the aquaculture, food, medical, sustainable 
energy, and environmental sectors.
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INTRODUCTION

Various forms of freshwater and marine algae are used 
on a large scale worldwide. They are applied not only 
for consumption and industrial purposes, but also for 
bioindication. Algae are used in wastewater treatment 
technologies and in systems for removing nutrients [1, 2]. 
They have also been used to neutralize difficult-to-decompose 
substances, such as those found in landfill leachates [3]. Their 
greatest advantage, however, is CO2 binding (about 2 kg of CO2 
is needed to produce 1 kg of dry matter of algae) and hence 
the great interest in using them to reduce gaseous pollutant 
emissions from coal-fired boilers [4]. They are also tested 
as a filling element in biofilters for flue gas purification and 
reduction of CO2 emissions into the atmosphere by industrial 
plants [5]. At the same time, algal biomass can be used to 
produce biofuels, such as biohydrogen, biomethane, biodiesel 
or biogas [6, 7]. Moreover, algae – as useful bioindicators – are 
widely used in assessing changes in the ecological status of 
surface waters. They are an element of the saprobe system, the 
Phytoplankton Index for Polish Lakes, or form the basis of 

the diatom index. As a lichen component, they are indicators 
of the degree of atmospheric air pollution [8]. Balanced 
nutrition and pharmacological support in the fight against 
lifestyle diseases are also extremely important.

Traditionally and culturally in Asian countries, and 
currently also in highly developed countries, these plants 
play an important role as a food product. The latest dietary 
trends indicate health benefits resulting from the use of 
species, such as spirulina, nori, chlorella, kombu and wakame 
in the diet. Dried Euglena gracilis algae have been included in 
the EU list of novel foods [9]. Specially targeted cultures are 
intended for the cosmetics and pharmaceutical industries. 
Algae cultivation allows the use of not only the biomass 
itself, but also the products of algal cell metabolism, an 
example of which is the extraction of astaxanthin from green 
algae [10, 11]. Astaxanthin is a component of many dietary 
supplements, as it has been shown to have strong antioxidant, 
cardioprotective, antithrombotic properties, improving the 
elasticity of blood vessel walls, reducing the level of pro-
inflammatory cytokines in neurophiles, preventing, e.g., 
atherosclerosis, and stimulating the immune system, which 
is important in inhibiting the growth of cancers [12]. It is 
estimated that up to 95% of the product currently on the 
market comes from chemical synthesis. Although it dissolves 
better in water, it is less stable; therefore, natural astaxanthin 
is more valuable and desirable. Most of the natural compound 
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is obtained from Hematococcus pluvialis, which synthesizes 
it in the amount of up to 4–7% of dry mass [13].

Control of the efficiency and purity of algae production for 
industrial or food purposes or analysis of species composition, 
as well as the number of individual taxa for bioindication 
purposes, is still based on microscopic observations. This 
requires time-consuming work of qualified employees, 
often with a biological education and at least several years 
of experience in observing and identifying organisms. To 
enhance and automate this process, the implementation 
of automatic image analysis techniques utilizing deep 
neural networks is recommended. Deep learning, which 
employs neural networks, represents a more sophisticated 
and comprehensive evolution of traditional machine 
learning. The latter typically revolves around classification 
and regression tasks, employing simpler models, including 
support vector machines, random forests, decision trees, etc. 
The core principle of deep learning, which falls under the 
umbrella of artificial intelligence (AI), is to train a neural 
network using available data, enabling it to perform tasks in 
a timely manner and with the highest level of efficiency [14].

This study was undertaken to improve the process of 
assessing the development of algal biomass, and to be the 
first step towards complete automation of the aquaculture 
microalgae cultivation process for use in food, pharma, energy 
and fuel industries, as well as in bioindication studies on the 
degree of degradation of surface waters or during monitoring 
of self-purification processes. For this purpose, research was 
undertaken on two selected subjects – species of freshwater 
algae used widely in the pharmaceutical and food industry 
and in bioindication, using deep learning techniques – to 
train the YOLO v8 network for automatic object detection.

MATERIALS AND METHOD

Two types of freshwater algae were selected as the study 
subjects: Hematococcus pluvialis and Coelastrum sp., 
obtained from periphyton samples collected in 2024 in the 
Bystrzyca River, near the city of Lublin in eastern Poland. 
Images were taken using an Olympus CX31 microscope (40x 
magnification) and an image acquisition kit: uEye Cockpit 
software and a camera. Algal cells were identified using keys 
for identifying plants and plankton [15].

Hematococcus pluvialis is a unicellular alga with spherical, 
free-swimming, biflagellate cells with a diameter of about 
30 μm. It occurs in the form of a vegetative green cell or as 
red cysts, strongly accumulating astaxanthin, under stress 
conditions [15, 13] (Fig. 1).

Coelastrum sp. is a genus of green algae (Fig. 2). Spherical 
cells form spherical, less frequently angular cenobia with the 
number of cells 4, 8, 16, 32 or 64 (exceptionally 128), and a size 
of up to approx. 100 μm. In some situations, cells may also 
occur singly. Cells in cenobia are packed quite tightly, but with 
free spaces between cell walls. This genus occurs commonly 
in the phytoplankton of mesotrophic and eutrophic lakes in 
all climatic zones [16]. For this genus of green algae, a genetic 
mutation of a new strain of Coelastrum called Coelastrum 
sp. TISTR 9501RE was identified, which also has the ability 
to produce carotenoids, mainly astaxanthin, canthaxanthin 
and lutein, under environmental stress conditions [17].

Software and procedures used for deep learning of neural 
networks. The dataset annotation process was conducted 
using the Roboflow tool, fully compatible with Ultralytics, 
the distributor of all YOLO networks. The process utilized 
a functional API (Application Progranning Interface) 
requiring the user’s private key. After accurately annotating 
Haematococcus and Coleastrum objects with bounding boxes, 
the entire dataset was split into 3 subsets: training, validation, 
and testing, in proportions of 7:2:1. This division ensured 
an adequate amount of data for both training and model 
evaluation. Given the limited number of samples (about 
1,000 for each species), this split was deemed more reasonable 
than a 6:2:2 proportion, which is more applicable to datasets 
exceeding 10,000 microscopic images. The next step involved 
training the YOLO v8 network to address the object detection 
task. The training process lasted for 100 epochs, with 
validation performed after each epoch, enabling real-time 
monitoring of model performance, including metrics and 
loss functions. Google Colab, a free cloud-based computing 
tool, was utilized for training, allowing the avoidance of local 
hardware resource strain. The computations were accelerated 
using the Tesla T4 GPU provided by Google Colab. The 
training was conducted in a Python 3.8 environment using 
PyTorch version 1.7, which serves as the underlying framework 
for YOLO v8. This framework handles image processing and 
executes complex operations on large matrices. The training 
process took approximately one hour. YOLO v8 learning 
hyperparameters: batch size 32, learning rate 0,001. After 
training, the model was switched to validation mode, enabling 
it to fine-tune its detection capabilities by correcting previous 
errors and oversights based on the validation set. Finally, 
the model underwent evaluation, where final predictions 
were made, and the values of the loss function and selected 
metrics were assessed. Metrics, such as Accuracy, Recall, and 
Precision, were used to evaluate the model’s performance.

Figure 1. Instances of digital images featuring Hemoatococcus pluvialis utilized for 
the training, validation, and testing of the YOLO v8 network

Figure 2. Instances of digital images featuring Coelastrum sp utilized for training, 
validation, and testing of the YOLO v8
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RESULTS AND DISCUSSION

After training YOLO v8 for 100 epochs, the YOLO v8 network 
was evaluated on the validation part of datasets. Results of 
the experiment are presented in Figs. 3–4.

The confusion matrix presents the number of errors made 
by the YOLO v8 network on the validation dataset. In this 
case, the neural network made more errors when detecting 
Haematococcus compared to Coleastrum (Fig. 3). Specifically, 
the total number of misclassifications for Haematococcus 
was 46, while for Coleastrum it was 7. Considering the 
proportion of errors relative to the total number of objects 
in the validation dataset, the network produced incorrect 
predictions for only 0.03 of all Coleastrum instances. In 
contrast, for Haematococcus, the error rate was higher, with 
0.14 of all Haematococcus objects being misclassified.

Using this confusion matrix, one can calculate performance 
metrics such as Accuracy, Precision, and Recall. The formulas 
for the mentioned metrics are as follows:

          Accuracy = (TP + TN)/(TP + TN + FP + FN)	 (1)
	 Precision = TP/(TP + FP)	 (2)
	 Recall = TP/(TP + FN)	 (3)
	 F1 score F1

 = (          2          ) = 
2 .    precision . recall  	 (4)

                              recall-1 + precision-1          precision + recall
(TP – true positive (result), TN – true negative (result), FP – false 
positive, FN – false negative).

The F1 score as the harmonic mean of precision and recall 
is significantly higher for the class Coelastrum sp. (0.9827) 
than for Haematococcus sp. (0.9190) (Tab. 1). The F1 score for 
the objects studied was >0.9. This is promising and indicates 
that the detection and classification of these objects can be 
supported.

Table 1. Performance metrics of YOLO v8 regarding localized and 
identified Coleastrum and Haematococcus species

Class Accuracy Precision Recall F1-Score

Coleastrum 0.9660 0.9751 0.9900 0.9827

Haematococcus 0.8501 0.8847 0.9560 0.9190

The provided plots illustrate the performance of the YOLO 
v8 model during training and validation over 100 epochs 
(Fig. 4).

The loss metrics consistently decrease, indicating effective 
learning. The box loss, which measures the accuracy of 
bounding box localization, steadily declines in both training 
and validation datasets, showing that the model becomes 
better at object localization, during subsequent epochs. The 
small gap between training and validation classification 
losses suggests good generalization. The distribution focal 
loss, which assesses the confidence of predictions, also 
converges smoothly, with validation closely tracking training, 
indicating stable performance without over-fitting. In terms 
of metrics, Precision stabilizes at a high value of approximately 
0.95, demonstrating the model’s ability to minimize false 
positives. Recall, which measures the model’s ability to detect 
true positives, improves steadily and converges near 0.93, 
reflecting strong detection capabilities. The mean Average 

Figure 3. Confusion matrix for the YOLO v8

Figure 4. Performance of the YOLO v8 model during training and validation over 100 epochs
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Precision (mAP) metrics further confirm this performance. 
The mAP@50 metric, which evaluates the model’s accuracy at 
an Intersection over Union (IoU) threshold of 50%, stabilizes 
at about 0.95, indicating very good detection accuracy under 
lenient conditions. Meanwhile, the stricter mAP@50–95 
metric, which averages performance across multiple IoU 
thresholds, converges at around 0.81, showcasing the model’s 
robustness across various levels of overlap between predicted 
and ground truth bounding boxes.

Due to the fact that the sizes of the bounding boxes in the 
predicted objects are close to circular, the width-to-height 
ratio follows a distribution that is approximately normal, 
which simplifies its prediction (Fig. 5).

In the other 2 cases, a slight skew in the distributions can 
be observed, resulting from the asymmetry of certain objects. 
The marginal distributions show that the x and y coordinates 
follow an approximately normal distribution, indicating that 
object centres tend to cluster near the cenre of the space. 
The width and height distributions are more concentrated, 
suggesting less variability in object dimensions, compared 
to their positions. The scatter plot in-between reveals a 

clear linear correlation, implying proportionality in object 
dimensions. There is no noticeable correlation between the 
location and the size of the objects, indicating that object 
dimensions are independent of their spatial position. Both the 
width and height distributions show slight skewness, likely 
due to some objects being asymmetrical (Fig. 6).

Attempts are also being undertaken to use YOLO networks 
in the field of marking and counting microscopic organisms. 

Figure 5. Distribution of height and weight of rectangles following the predictions made by YOLO v8

Figure 6. Correctly detected objects: A) Hematococcus pluvialis, B) Coelastrum sp.
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They mainly concern the possibility of using neural networks 
in bioindication to mark indicator organisms [18, 19], 
but they are also made in cosmetology to detect bacteria 
in products [20], in population ecology [21], or in water 
resources management, water safety, and rapid response to 
algal blooms. Research on microalgae using machine learning 
techniques offers significant improvements in environmental 
monitoring and monitoring of biomass production, which 
will improve the strategies to mitigate ocean acidification or 
commercial biofuel production [22].

The YOLO v8 network exhibited strong capabilities in 
identifying Haematococcus pluvialis and Coelastrum sp. 
objects, most likely because of the spherical-shaped cells 
or cell colonies. Generally, objects characterized by a 
round shape and a clear, compact outline are more easily 
recognized and classified accurately by neural networks. 
YOLOv8 can sometimes have difficulty correctly detecting 
objects with irregular, asymmetrical shapes the height-to-
width distributions of which do not approximate a normal 
distribution, due to the loss fof unction of the YOLO network, 
and the bounding-box determination mechanism. An 
example corresponds to the differences in the evaluation of 
such metrics as precision, accuracy between diatoms with 
more or less spindly shapes and the more varied shapes of 
sedentary ciliates [18, 19].

The method employed by YOLOv8 to divide the image 
into a grid facilitates the prediction of the bounding-box 
centre for symmetrical objects, for mathematical reasons 
such as coordinate geometry, thereby improving evaluations 
of YOLO v8 grid metrics. However, despite the circular shape, 
which facilitates object recognition, slightly worse results 
were obtained for the presented algae Hematococcus pluvialis 
and Coelastrum sp. than for round, flat, coin-like objects [23]. 
This happened in the case of similar-sized sets of training, 
testing and validation images for the analyzed organism 
representatives, where both for the 2 carotenoid-containing 
algae species described in this paper and the species analyzed 
in the cited works, the total number of objects (labelled 
cases) used for teaching, testing and validating models, was 
about 1,000.

The size of cells within the same species is also an important 
element to consider in the context of the object recognition 
process. If microalgae cells were of identical size, the image 
annotation would be more precise. As a result, the obtained 
model would have a better chance of achieving higher 
detection accuracy. However, unicellular or colonial algae 
in nature differ significantly in terms of size, for example, 
Haematococcus pluvialis (~30 μm) [12], Scenedesmus (12–
24 μm) [24] and Coelastrum sp. colonies (up to 50–100 
μm) [14]. Extreme differences in microalgae morphology 
and size pose a serious challenge in accurate detection of 
microalgae. Additional background interference is also 
important, especially in environmental samples examined 
for monitoring and bioindication purposes, containing, 
in addition to other microorganisms, dead organic matter 
debris or microplastic elements.

In the case of Haematococcus pluvialis cultures, problems 
may also result from cell colour. The cultivation of this 
microalgae for astaxanthin production is a 2-step process. 
The first step is devoted to biomass accumulation under 
growth-friendly conditions (green step), and the second step 
is devoted to astaxanthin production under various stress 
conditions (red step). In each step, the cells can not only 

be different sizes, but also different colours [25]. This poses 
another challenge to the object recognition of YOLO v8.

CONCLUSIONS

Deep machine learning and neural networks can greatly 
facilitate quantitative research and act as a valuable 
resource for analyzing microscopic images, for example, 
in bioindication or biomonitoring. The identification of 
Hematococcus and Coelastrum sp. presented in this work is 
just one of many examples where deep learning can be applied. 
In terms of recognition accuracy within a class and the extent 
to which YOLO v8 recognizes all members of the class, 
noticeably better results were obtained for the Coelastrum 
sp. object than for Haematococcus sp. This is confirmed by 
the accuracy, precision, and recovery parameters. This is 
due to the morphological variation of objects within a class 
(colour, size) and associated objects (background). The F1 
score for the objects studied was >0.9. This is promising and 
indicates that the detection and classification of these objects 
can be supported. These results indicate that it is possible 
to determine and count not only single algal cells, but also 
colonies over a wide range of sizes, as in Coelastrun sp.

In microalgae research, Deep Learning Methods are 
employed for such tasks as image classification, object 
detection, and phenotype recognition. By leveraging large 
datasets of microalgae images, these models can automatically 
identify and classify microalgal species, morphological 
features, and cellular structures with high accuracy and 
efficiency. Future applications of neural networks from 
the YOLO family may include the detection of additional 
objects in microscopic samples and the segmentation of data 
elements in digital images of biological slices. This has the 
potential to play a major role in improving and automating 
the quantitative and qualitative control of biomass in terms 
of broad industrial application (aquaculture, food, health, 
energy and fuel industries), as well as bioindication within 
different fields of environment protection.
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